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Opening up ChatGPT: Tracking openness, transparency, and
accountability in instruction-tuned text generators
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ABSTRACT
Large language models that exhibit instruction-following behaviour
represent one of the biggest recent upheavals in conversational in-
terfaces, a trend in large part fuelled by the release of OpenAl's
ChatGPT, a proprietary large language model for text generation
fine-tuned through reinforcement learning from human feedback
(LLM+RLHF). We review the risks of relying on proprietary soft-
ware and survey the first crop of open-source projects of comparable
architecture and functionality. The main contribution of this paper
is to show that openness is differentiated, and to offer scientific
jon of degr in this fast-moving field. We
evaluate projects in terms of openness of code, training data, model
weights, RLHF data, licensing, scientific documentation, and access
methods. We find that while there is a fast-growing list of projects
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billing themselves as ‘open source’, many inherit undocumented
data of dubious legality, few share the all-important instruction-
tuning (a key site where human annotation labour is involved), and
careful scientific doc ion is lingly rare. Degrees of
openness are relevant to faimness and accountability at all points,
from data collection and curation to model architecture, and from
training and fine-tuning to release and deployment.
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https://pure.mpg.de/pubman/item/item_3526897_1/component/file_3526898/Liesenfeld%20et%20al_2023_Opening%20up%20ChatGPT.pdf

Surveying “openness” in ChatGPT-like text generators

e in complex Al systems, openness is never all-or-nothing
e our approach: decompose into relevant constituent elements

Availability Documentation User access




Surveying “openness” in ChatGPT-like text generators

e in complex Al systems, openness is never all-or-nothing
e our approach: decompose into relevant constituent elements
e for each element, record degree of openness

Availability Documentation User access
Open code Code Package
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Base model weights Preprint

RLHF data Paper

RLHF weights Model card

License Data sheet



Project Availability Documanlatlon Access
(maker, bases, URL) Opencode LLMdata LLM weights RLHF data RLHF weights License Architecture Preprint  Paper Modelcard Datasheet Package API
BLOOMZ ----—_---“--“-

Pythia-Chat-Base-7...

Open Assistant

dolly

RedPajama-INCITE...

trix

MPT-7B Instruct

MPT-30B Instruct

Vicuna 13Bv 1.3

minChatGPT

ChatRWKV

OpenChat V3

v | v | v | v | x | v | v | v B ¢ I | x|
v | v | v | v | x | v | v v BN x| x]|x | v]v]
v | v | v ]| v | x | v || v B x| x| x| ]| x|
e v | v | v | v [ x| x| v | v | x [
HENENEE EEEEN EEEEENEE K.
HE Kl EEEENKE EEEEECEEEESSEES
HE Kl EEEEEE ESEN EkEExs
Il EAEENENE KIEEEaEE ks
L v | v | v B x| v | v B x| x| x| x| x | v |
L v B v | x| x| v SRS x| x| x| v [
HENE KEEE ESEEE ESEEKESS




a BigScience initiative

BL M Bloom(z) by BigScience Workshop

176Bp 59 languages  Op

o ing The World’s Largest Open L
. (yIntroducing The World's
ili l: BLOOME?  Meet
MUIt“lngual Language MOdisearch.These powerful, general mod1176 BLOOMC

LLMs) have made a significant impact o7 o However, academia, nonprofits ¢ illi Oon-Pg ra

\ Large language models ( m a user’s instructions.

ide variety of new language tasks fro as only a few industrial 12
e omn V::liizvrzgzz;ch labs find it difficult to create, study, or even u;’c?d:l;/M;e releage BLOOM, the fir ‘at La r ge an | ng ual
S cary fesources and exclusive rights oan ully access PO PPV, ooy orine largest— BUIt oy T, ge Modeg| (L
\ e LM trained In complete ransparency, fo change (s *£./8, i, OP OF the BLO LM
mL::“tljngaﬂon of Al researchers ever involved in a single researc project. - " May 22 2023 O M M 0 de I
abor - -
oon . . 5 Reddit n
n SHARES
Project Availability Documentation Access
(maker, bases, URL) Opencode LLMdata LLM weights RLHF data RLHF weights License Code Architecture Preprint  Paper Modelcard Datasheet Package API

BLOOMZ [ v | v | v | v [N v | v [ v | x | v ]| x| v

How to use this table. Every cell records a three-level openness judgement ([l el Bl or EXlaal) with a direct link to the available evidence; on hover, the cell will display the notes we have on
file for that judgement. At the end of a row, the § is a direct link to source data. The table is sorted by cumulative openness, where + is 1, ~is 0.5 and X is 0 points.



Llama2 by Meta Platforms, Inc.

Introducing Llama 2

The next generation of ouerde‘
open source large language

WEIRIID|

|
|
| i f our
ration ©
ili the next gene
\\ 're introducing the availability of Llama 2,
n
« Today,we'rel
BACKCHANNEL  BysiNgsg CULTURE  GEag \
|
Download the Model \l
|
|

KHARY JOHNSON BUSINESS Jyp 26, 2023 7.g9 AM

Takeaways

ial use.
d commercia
2 is available for free for research an
Llama 2V

.
open source |arge language mode

ercial use.
Llama 2 is free for research and comm
.

Meta’s Open Source Llama Upsets the Al Horse Race

Project Availability Documentation
(maker, bases, URL) Open code LLM data LLM weights RLHF data RLHF weights License
LLaMAZ2 Chat

Access
Code Architecture Preprint

Paper Modelcard Datasheet Package
n-—-—nn——n—nn—

How to use this table. Every cell records a three-level openness judgement (Il aoal Bl or EX el with a direct link to the available evidence; on hover, the cell will display the notes we have on
file for that judgement. At the end of a row, the § is a direct link to source data. The table is sorted by cumulative openness, where + is 1, ~is 0.5 and X is 0 points



Fully shared code to enable reproduction Open code No training code available
LLM data
LLM weights
RLHF data
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Is the source code openly available?
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No training code available

No training data available

Is the pretraining dataset documented and available?
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No training data available

Are the model weights openly available?
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Are the instruction-tuning datasets documented and avatilable?
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Fully shared code to enable reproduction Open code No training code available
Training data shared LLM data No training data available
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data No data
RLHF weights
License
Code
Architecture
Preprint
Paper
Modelcard
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Are the instruction-tuned model weights made available?
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Training data shared LLM data No training data available
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No data

Is the system released under an open license?






Fully shared code to enable reproduction Open code
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License
Accessible and well-maintained Code
Architecture
Preprint
Paper
Modelcard
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No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

Is the codebase well-maintained and documented?



Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Preprint
Paper
Modelcard
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No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

Is the system architecture clearly documented?



Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
Paper
Modelcard
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No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

Is there a preprint providing scientific documentation of the system?
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Fully shared code to enable reproduction Open code
Training data shared LLM data
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Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
No paper Paper
Modelcard
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Package
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No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

No paper

Has the system been scrutinized under rigorous peer-review?
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Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
No paper Paper
Available Modelcard
Datasheet
Package
API

Is the model described in a model card?

No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

No paper
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Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
No paper Paper
Available Modelcard
Available Datasheet
Package
API

No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

No paper

No datasheet

Is there a data sheet documenting data collection & curation?
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Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
No paper Paper
Available Modelcard
Available Datasheet
No package Package
API

No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

No paper

No datasheet
No package

Is there a packaged release available?
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Fully shared code to enable reproduction Open code
Training data shared LLM data
Access to base LLM without instruction tuning  LLM weights
Accessible RLHF data
RLHF weights
License
Accessible and well-maintained Code
Accessible and documented in preprint Architecture
Multiple detailed preprints Preprint
No paper Paper
Available Modelcard
Available Datasheet
No package Package
"Petals API" available via huggingface API

No training code available
No training data available

No data

"Community license”, non OSI

Only minimal examples

No paper

No datasheet
No package

Is there an openly available API with unrestricted access?
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2. Op
Two extremes
e Both claim to be “open source” — only one is
e Drilling into details makes differences visible
e Evidence-based judgements help
o to credit initiatives for care taken in developing and releasing Al technology
o to puncture corporate hype
o to call out hijacking of terms like “open source”
Availability Documentation Access

Open code LLMdata LLM weights RLHF data RLHF weights License Code Architecture Preprint  Paper Modelcard Datasheet Package API
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Surveying 25+ text generators: recurring issues

1. Inherited data is common & legal murkiness ensues
2. Synthetic data is on the rise, with unknown consequences
3. "Release by blogpost” should not be accepted as sufficient

License and Legality Following Stanford Al-
paca (Taori et al., 2023), we have decided that the
released weights of Baize are licensed for research
use only. Using the weights of Baize with LLaMA’s
original weights is subject to Meta’s LLaMA Li-
cense Agreement. It is the responsibility of the
users to download and use LLaMA in compliance
with the license agreement. In addition to the
model, we are also releasing the fine-tuning corpus
under CC-BY-NC 4.0 (allowing research use only).
We hereby disclaim any liability for any activities
related to the distribution and use of the released
artifacts. The licenses are subject to change.

>40% of LLMs we survey
now use synthetic data*
for instruction-tuning

* prompts, responses, or
ratings harvested from
other LLMs

H MISTRAL
AI_

Pexrformance in details

We compared Mistral 7B to the Llama 2 family, and re-run all

model evaluations ourselves for fair comparison
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e Current Al systems are complex and multi-part
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e Current Al systems are complex and multi-part — how to reverse engineer?
e Downstream elements can obstruct access to earlier parts
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RLHF component

Current Al systems are complex and multi-part — how to reverse engineer?
Downstream elements can obstruct access to earlier parts (“roadblocks”)

True openness only possible if intermediate steps documented & opened up
Supply source at each roadblock to preserve reverse engineerability



Conclusions

Our approach

® |solate most relevant dimensions of openness (relative to system)
® Provide evidence-based judgements of openness on those

e All work done out in the open: opening-up-chatgpt.io

Towards a definition of “open” Al systems

® For any genAl system, openness will be composite & graded

® No one-size fits all solution: domain knowledge needed to
identify relevant dimensions

® Preserve the spirit of reverse engineerability
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